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Abstract

Question Answering is an important task in Natural Language Processing. There are different approaches to answering questions, such as using the knowledge learned during pre-training or extracting an answer from a given context, which is commonly known as reading comprehension. One problem with the knowledge learned during pre-trained is that it can become outdated because we train it only once. Instead of replacing outdated information in the model, an alternative approach is to add updated information to the model input. However, there is a risk that the model may rely too much on its memorized knowledge and ignore new information, which can cause errors. Our study aims to analyze whether parameter-efficient fine-tuning methods could improve the model’s ability to handle new information. We assess the effectiveness of these techniques in comparison to traditional fine-tuning for reading comprehension on an augmented NaturalQuestions dataset. Our findings indicate that parameter-efficient fine-tuning leads to a marginal improvement in performance compared to fine-tuning. Furthermore, we observed that data augmentations contributed the most substantial performance enhancements.

Example

Context: The nearby Spanish settlement of St. Augustine attacked Fort Caroline, and killed nearly all the French soldiers defending it. The Spanish renamed the fort San Mateo [...]

Original Question: What was Fort Caroline renamed to after the Spanish attack? San Mateo (0.98)

Adversarial Question: What was Robert Oppenheimer renamed to after the Spanish attack? San Mateo (0.99)

This example adopted from [2].

Research Question

Can Parameter-Efficient Fine-Tunings give better generalization over Fine-Tuning in reading comprehension?

Dataset

In this study, we will utilize the NaturalQuestions datasets, which comprise questions that people asked using Google Search. The datasets consist of long answers that represent Wikipedia passages and short answers that are embedded within the long answers. Additionally, we will incorporate data augmentation techniques, including counterfactuals and answerability. Counterfactual augmentation involves substituting factual answers within a given context with random alternatives. Whereas, answerability augmentation focuses on randomizing the context for all the questions, and erasing context all together for all the questions.

<table>
<thead>
<tr>
<th>Factual</th>
<th>Counterfactual</th>
<th>Answerability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>85.54%</td>
<td>30.56%</td>
</tr>
<tr>
<td>Valid</td>
<td>21.386%</td>
<td>7.698%</td>
</tr>
<tr>
<td>Total</td>
<td>1,365</td>
<td>1,365</td>
</tr>
</tbody>
</table>

Parameter-Efficient Fine-Tuning Methods

- Counterfactual test split: parameter-efficient fine-tuning gave better performance. However, it was just marginal improvement.
- Empty test split: all the methods achieved perfect accuracy i.e. 100%.
- Random test split: all the methods except prompt-tuning achieved near perfect accuracy i.e. ~98%.

Conclusions

The objective of this work was to investigate whether better generalization in reading comprehension could be achieved by using parameter-efficient fine-tuning (PEFT) methods. Several methods, such as LoRA, Bottleneck-Adapter, and prompt-tuning, were utilized and tested against the Natural Question dataset, which was augmented with counterfactual and answerability augmentations to force the model to pay more attention to the input. Our results showed that PEFT methods did not provide a significant performance advantage over fine-tuning due to several factors, including the use of a noisy dataset, a rigid strategy for answer validation, and model insensitivity to details. Our study also found that while answerability augmentation improved model robustness, counterfactual augmentation led to a reduction in model robustness by inducing simplistic extractor behavior. Prompt-tuning demonstrated that these augmentations were not complementary, with improvements in the answer abstaining task leading to a degradation in the answer extraction task. Interestingly, prompt-tuning revealed that answer abstaining was the easiest task, and established the baseline performance of the pre-trained model on the answer extraction task.
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