INTRODUCTION

This project laid the foundation on automatically finding good parameters for a visual evoked potential based brain-computer interface (BCI). The BCI for which the parameter optimisation was implemented is author’s previous work and its main weakness is that it has not been thoroughly tested. This project aims to make testing of the BCI easier by automating the parameter finding step and hopefully helps to reveal the true potential of the BCI.

In the course of the project several improvements were made to the BCI. Most notably, the false positives filtering was improved and more flexibility was added for choosing options for different feature extraction methods. Furthermore, now the BCI can be used to control Parrot MiniDrone Jumping Sumo.

The main idea of the BCI is that user looks at one of four blinking targets on the screen and the BCI tries to identify, which target is the user looking. Overview of the BCI pipeline can be seen below.

BCI PIPELINE STEPS

1. EEG device Emotiv EPOC measures user’s brain activity.
2. Digital signal processing techniques are applied to prepare the signal for feature extraction.
3. Power spectral density and canonical correlation analysis feature extraction methods are used.
4. The final decision is made by analysing the outputs of different feature extraction methods.

OPTIMISING PARAMETERS FOR SIGNAL PROCESSING

The signal processing step in this BCI has only discrete and non-numerical parameters. Two different optimising methods were implemented for optimising these parameters—brute force and differential evolution suitable for discrete values. These methods were chosen, because they are suitable for multivariate global optimisation. Two cost functions for these methods were implemented, one that penalises only if the best result from feature extraction is not the expected result and the other that also takes into account how much better is the best result from others.

CONCLUSION

The code of the BCI was greatly improved in the course of the project and different methods for optimising parameters of signal processing and target identification were implemented. Unfortunately the most interesting part—finding how much the new method increased the performance—did not fit into the scope of this project. But this will be definitely done in the future.

Furthermore, if the parameter optimisation works very well, then the next step would be to completely automate the process and make it dynamically improve the parameters during the usage of the BCI.