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Towards
Decentralized
Proof-of-Location

Making use of mesh network technologies and permissionless consensus mechanisms,
we present a novel decentralized Proof-of-Location protocol (1 - 3) and the implementation
of a proof-of-concept (4 - 7), showing the achievement of space and time synchronization
and the generation of complete, verifiable, and spatio-temporally sound location proofs.
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prove the authenticity of his
review of that pizza place?
How would a reporter certify
the integrity of his pictures
and videos, or a service
provider prove the delivery or
supply of goods, at a specific

4. Testbed Setup & Network Architecture

The setup was emulated using QEMU. Each node ran OpenWrt as the OS,
and batman-adv as the layer 2 routing protocol for mesh networking.

location? The instances were connected to a H()St
bridge interface, pooling all the raw >  SharedPath

How Would you mesh traffic, simulating the physical
medium. Each interface got a MAC

prove you are here, o Qv A address, and batman-adv was set up
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peer connections, and the formation
of a witnessing zone. Taking
advantage of the TCP/IP suite of
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Prover IS an electronic certificate that attests
Q. . one’'s position in both space and time. 5. Turing-Complete Clock Synchronization
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3. Verifiable Proof-of-Location 0 1 2 3 4 5 6 7 8 9 10 &
block time (s) Witness C

. With the establishment of space and time
Witnesses synchronization, one can now generate A more permissive block time allows for a larger success rate, but opens the possibility

— let T d ti for the so-called proxy attacks: when an adversary has enough time to fetch the latest
compiete, veritiable ana spatio- block, ask a remote prover for a signature, and submit a transaction. This allows to
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. 1. Synchronize in Time , ,
< g B temporally sound location claims, conclude that
2. Submit a PoL Claim achieving decentralized Proof-of- . , ,
7 L ocation. the block time plays a crucial role in the soundness of the protocol.
- 5. Request Signatures N B, . The verification process requires the
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N Assemblea Location certificate, just like any digital , , Public reposfcory.
PoL Certificate sighature verification, integrated with https://github.com/edurbrito/master-thesis-ut
% v v applications of all kinds.
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