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1.3 Scripting vs programming

**Question 1:**

1.3.1 What is a script?

1.3.2 Characteristics of a script
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1.3 Scripting vs programming
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**Question 2:**

1.3.3 Why not stick to Java, C/C++ or Fortran?

1.4 Scripts yield short code
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1.5 Performance issues

**Question 3:**

1.5.1 Scripts can be slow

1.5.2 Scripts may be fast enough

1 Introduction

... 

1.5 Performance issues

... 

**Question 4:**

1.5.3 When scripting is convenient

1.5.4 When to use C, C++, Java, Fortran
2 What is Scientific Computing?
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2.1 Introduction to Scientific Computing
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2.2 Specifics of computational problems
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2.3 Mathematical model and general strategy

Question 8:

3.1 Sources of approximation error

3.1.1 Error sources that are under our control
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  3.3 Normalised floating-point numbers
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3.4 IEEE (Normalised) Arithmetics

5 Solving Systems of Linear Equations

Question 14:

5.1 Systems of Linear Equations
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Question 15:

5.2 Classification

5.2.1 Problem Transformation
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Question 16:

5.3 Triangular linear systems
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\textbf{Question 17:}
5.4 Elementary Elimination Matrices
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\textbf{Question 18:}
5.5 Gauss Elimination and LU Factorisation
5.6 Number of operations in GEM

5 Solving Systems of Linear Equations

\textbf{Question 19:}
5.7 LU-factorisation with GEM using row permutations
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\textbf{Question 20:}
5.8 Reliability of the LU-factorisation with partial pivoting
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7 Numerical Solution of Differential Equations
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7.4.1 Finite Difference Method (FDM)
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7.4.2 Finite element Method (FEM)
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7.5 Sparse matrix storage schemes
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9. Some examples

Question 30:
  9.1 Google PageRank problem
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10. Parallel Computing
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  10.1 Motivation
10. Parallel Computing

*Question 33:*
10.2 Design and Evaluation of Parallel Programs

10. Parallel Computing

*Question 34:*
10.3 Assessing parallel programs
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