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Abstract—The conjugate gradient method for solving certain systems of linear equations is widely used due to its iterative nature and fast convergence. Its boiled down algorithm contains simple matrix and vector operations which can be done in parallel with potential for great speedup. With the advent of GPGPU computing and accompanying programming models like OpenCL, basic linear algebra operations can be accelerated to beyond what was previously achievable on consumer grade hardware. This report presents and evaluates an OpenCL implementation of the block conjugate gradient algorithm with support for complex valued inputs and solving for multiple right-hand-side vectors in one go. The given code can be incorporated to any system that has an OpenCL supported device. The new implementation performs better than the platform adaptive clSPARSE library and implements features not found in other OpenCL alternatives.

I. INTRODUCTION

A. The Conjugate Gradient method

Given a symmetric or hermitian positive-definite sparse matrix $A$ and a right-hand side vector $b$, the system of linear equations in the form $Ax = b$ can be solved by using the Conjugate Gradient (CG) method. The method finds the solution to a convex optimization problem of the quadratic form

$$f(x) = \frac{1}{2} x^T A x - b^T x + c$$

in an iterative manner starting from some $x$ [16]. The heart of CG is its usage of Krylov subspaces, which allow the algorithm to choose subsequent search vectors in $A$-orthogonal subspaces, from which it chooses the best vector in each dimension, finding the answer in $n$-iterations [16]. In practice, floating point round-off errors complicate that matter by introducing unwanted noise and delaying the convergence [16]. The rate of convergence is characterized by the condition number of the matrix or the difference between its largest and smallest eigenvalue [16]. A bad condition number can be helped by applying a preconditioner matrix, using the method called the Preconditioned Conjugate Gradient [16], but is not considered for this task. Main uses for such sparse linear equation solvers come from the discretizations of partial differential equations [15].

The derivation process of CG is rather complex and relies on several related fundamental methods like steepest descent and conjugate directions as well as thorough knowledge of linear algebra [16]. The final simplified formulation is shown in Algorithm [1] and comprises simple linear algebra routines. Namely the lines 1 and 5 need matrix vector multiplication. 3, 6, and 10 require vector dot product. 7, 8, and 12 show scalar vector multiplication and vector addition, more specifically the axpy routine.

A twist on this method is to adapt it to solve for multiple right-hand side (RHS) vectors. Mainly the algorithm stays intact, but we are solving for $AX = B$ instead, where $X$ and $B$ are $n \times b$ matrices. The benefits to this instead of solving for separate $b$ vectors are a reduction in overhead and gains in speed due to denser calculations and less overall iterations and synchronization [13]. This is also known as the Block Conjugate Gradient algorithm.

B. OpenCL

Open Computing Language is an open standard and parallel programming model targeting CPUs, GPUs, FPGAs and DSPs [8]. Building parallel programs using OpenCL enables platform agnostic code, but one of the key points is its support for General Purpose Graphics Processing Unit (GPGPU) programming [9]. It may be beneficial for heterogeneous CPU+GPU platforms to delegate certain work off of the main processor, while a GPU’s manycore architecture is excellent for parallelizing matrix and vector operations [9].

The lifecycle of an OpenCL program begins with the selection of a supported device or multiple devices on the
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II. SPARSE AND DENSE BLAS in OPENCL

Previously when giving a brief overview of CG and the
condensed Algorithm I the main components were brought
out. These were a subset of Basic Linear Algebra Subprograms
(BLAS) as commonly known in the scientific computing
community. Being essential to the implementation, they are
discussed one by one.

A. axpy
The axpy routine represents the equation \( y = \alpha x + y \), where
\( x \) and \( y \) are vectors of length \( n \) and \( \alpha \) is scalar. Since scalar-
vector multiplication and vector-vector addition works in an
element-wise fashion, this process can be executed with tiny
granularity. In OpenCL each work-item would have a single
dimensional index corresponding to its index in the vectors,
resulting in the lines of kernel code shown in listing 1 \( x \times y \) and
\( y \) vectors reside in the device’s global memory, which can be
copied over from the host as arguments. Consequently, there
are no problems running it over several work-groups, as each
index is exclusive and all work-items can access global device
memory. The routine does \( n \times 2 \) floating-point operations.

Listing 1. OpenCL kernel for calculating axpy

```c
__kernel void axpy(__global float *x,
__global float *y,
const float a) {
    int idx = get_global_id(0);
    y[idx] += x[idx] * a;
}
```

B. dot
The dot product is the element-wise multiplication \( (x^T y) \)
of two vectors of size \( n \), with the values reduced into a
single sum. A large and important part of this routine is the
reduction, which is not trivial on OpenCL since work-groups
cannot efficiently coordinate writing to some global memory
address without causing a read-write race. A solution is to
break the reduction into multiple steps, the first step being a
local reduction within a work-group, creating an array with the
size equal to the amount of work-groups. There are multiple
ways of achieving local reduction, the simplest would be to
let the first work-item of the work-group sum all the values
into its place in a global output vector. The second step can
then be executed even in the host if the vector is sufficiently
small, or through another reduction kernel as needed.
C. SpMV

Sparse matrix-vector multiplication is the only second level BLAS operation needed, meaning it does not only deal with vectors and scalars, but is a combination vector and matrix operation. The operation is the equivalent of taking the dot product of each matrix row and the vector, resulting in a vector of size \( n \). A sparse matrix is a matrix in which only a small portion of values are non-zero. Naturally this calls for distinct storage methods to avoid wasting unnecessary space on zeros. Computationally there are distinct differences in the algorithms used to handle these matrices as opposed to dense forms.

Although simple in concept, the optimization of this operation on GPGPU has been explored a lot [1, 2, 3, 4, 5] due to the large computational part it has in iterative numerical methods like CG. In practice, the operation is bottlenecked by its numerous and irregular memory accesses compared to flops [1]. The storage scheme choice has proven to be especially important when implementing SpMV in a massively parallel fashion, mainly as a clever way to speed up the data access using memory coalescing [3].

**Coordinate (COO)** format is the most intuitive and general purpose storage method for sparse matrices, consisting of three arrays of size equal to the amount of non-zeros: values, row, and column indices [3]. Due to COO values not having a strict order, it has to be handled with the smallest granularity – one non-zero element per work-item. This introduces the problem of reduction of each row’s sum into a single value. Since work-groups cannot communicate, usually a segmented reduction follow-up kernel is executed to do the aggregation on the device [3].

**Compressed Sparse Row (CSR)** format is the most widely used representation, as it is the most compact while being general-purpose (i.e. not dependent on the distribution pattern of non-zeros) [3]. The structure is similar to COO in a sense that there is an array of non-zero values and an array of same length describing each value’s column index, however the values are grouped and ordered by rows with a pointer array specifying the start index of each row’s values. As opposed to COO, the rows are easily distributable to be handled by separate work-items, coarsening the granularity of parallelism, and eliminating the need to handle reductions. Greater flops are acquired if mapping several work-items to a single row with local reduction [3].

![Fig. 2. Example storage of a sparse matrix in coordinate format.](image)

![Fig. 3. Example storage of a sparse matrix in compressed sparse row format.](image)

**III. RELATED WORKS**

The importance and performance benefits of multiple RHS iterative solvers shown in a more recent paper [5]. Authors stress the importance of multiple RHS vectors in electromagnetics, proposing a way of replacing the SpMV operation in the CG method with a Sparse Matrix-Matrix (SpMM) operation, where the RHS is a tall matrix instead. The result is a block based solver, which experiences less overhead than re-running the program for each RHS vector and shows much greater flops on manycore devices. Their implementation was based on CUDA and Intel MKL for benchmarking on NVIDIA GPUs and Intel CPUs respectively, the code of which was not made public.

Ready-made libraries for sparse BLAS enable using or implementing CG based solvers with relative ease. Some such solutions are cULPARS on OpenCL, cuSPARSE and cusp for CUDA, and ViennaCL, a computing library running on multiple backends. Plenty of solutions and research has been published regarding CUDA, with much less available for the more general OpenCL platform.

A modest library for sparse matrix and vector operations (BLAS 1, 2, and 3) in OpenCL is cULPARS [7]. It implements:

- single- and double precision floating point values in kernels,
- SpMV with a CSR matrix,
- CG solver on real valued input with optional preconditioner.

However there is no support for complex values in its kernels.

A more general library containing OpenCL, CUDA and OpenMP implementations of sparse matrix operations and macros for Krylov solvers is ViennaCL [14]. The library implements
• single- and double precision floating point values in kernels,
• CSR, COO, ELL, HYB sparse matrices,
• Fast and adaptive SpMV,
• CG solver on real valued input with optional preconditioner,
• A wide range of preconditioners to choose from.

Support for complex values is a planned feature, though the project’s maintenance has slowed down over recent years.

Similar form of heterogeneous matrix algebra library implemented on a variety of platforms is MAGMA [4]. However while it implements all kinds of complex and real valued kernels with even a multiple RHS $AX = B$ solver, the OpenCL implementation is missing sparse matrix operations specifically.

### IV. IMPLEMENTATION

A solver was implemented in C and OpenCL, with the source code available for use. In contrast to any other available OpenCL CG solver, it includes complex valued input and multiple RHS or block solving.

The code is split into device kernel code and host code which orchestrates device memory management and kernel executions. Each of the operations and the main loop in algorithm 1 is laid out in the host code as kernel execution calls to the device, which are essentially specialized BLAS routines. Similar approach can be seen in aforementioned libraries and in the CUDA cuSPARSE CG example. In contrast, the kernels could be designed having coarser granularity, but it makes sense to divide the responsibility into smaller portions to utilize work-groups more economically, promote reuse of code, and accompany the many synchronization points in the algorithm. As transferring data between different devices’ memories is the main cause of performance loss in heterogeneous computing [10], large matrices and vectors are only transferred to the device at the beginning, and the result vector(s) queried in the end.

#### A. Kernels

Created kernels are contained BLAS operations which are designed with data-parallelism in mind. Many-core processors operating in SIMD-like manner (e.g. GPUs) should therefore be best suited.

**SpMV** – The sparse matrix and vector multiplication kernel is analogous to the “Vector CSR” method described by Bell & Garland [3]. A CSR scheme is often used in general sparse matrix vector multiplication due to its stable performance with different sparsity patterns. The work is distributed by rows, where a fixed size group of work-items handles one row. The mentioned paper also describes a “Scalar CSR” kernel, in which one work-item handles one matrix row, however it is slower in most cases. The group of work-items can also be thought of as a wavefront with lockstep execution and some coalesced memory accesses. The size of the group should be chosen around the size of the average amount of non-zeros per matrix row, maximally the width of the SIMD lane of the device (if applicable), and be a value that is a power of two and a multiple of the work-group size. With the size of the wavefront fixed, there may be wasted cycles if the amount of non-zeros varies significantly over the rows as some threads may not have any values to process.

**axpy** – The vector-vector operations (dot product, subtraction, axpy and aypx) all operate with one vector index per work-item. With the exception of the dot product, all inputs and outputs are of the same dimensions and reside in global memory – trivial data-parallelism. The dot product is built on multiple steps of reduction.

**dot** – Dot product and the described sparse matrix-vector multiplication each require a form of sum reduction. For both cases, the local reduction is handled identically and in parallel like shown on figure 4 and listing 2. The matrix-vector row always fits in a work-group, therefore the given example is sufficient to calculate the result vector row-by-row. Same isn’t true with the dot product, for which a vector could span multiple work-groups, requiring a second pass of reduction over a vector of size equal to the number of work-groups. In this implementation, the second reduction is calculated in the host code as the intermediate vector is significantly smaller in size and sending it to the host is of less concern.

Listing 2. Example of a parallel reduction in an OpenCL kernel.

```c
int localIdx = get_local_id(0);
int mask = 1;
for (int offset = 1; offset < WG_SIZE;) {
    barrier(CLK_LOCAL_MEM_FENCE);
    for (int localIdx = get_local_id(0);
        offset <<= 1;
        mask <<= 1;
        mask += 1;
    }
    if ((localIdx & mask) == 0)
        barrier(CLK_LOCAL_MEM_FENCE);
    if (get_local_id(0) == 0)
        localSums[localIdx] +=
            localSums[localIdx + offset] +
            localSums[localIdx + offset + mask] +
            localSums[localIdx + offset + mask + 1];
    offset <<= 1;
    mask <<= 1;
    mask += 1;
}
```

Although OpenCL has no native support for complex numbers, the usual course of action is to define the type

Fig. 4. In place reduction of an 8-element local array in parallel. This can be done in log $n$ steps while utilizing the running threads.
and operations yourself. Conveniently a complex number is represented with just two ordered floating point values, which can be encapsulated in a fixed size vector defined in the OpenCL specification as float2. The C host code can transfer its native complex type values in arrays as-is, as the pairs are held contiguously.

Block solving capability was built on top of the single RHS solver, now expecting a $n \times b$ dimensional matrix where $b$ is the number of RHS vectors. It is expected that this dense matrix is tall and narrow. Kernels were modified to repeat calculations for all counterpart values in each of the vectors given. Some performance retaining steps were also taken. For example the SpMV kernel holds the static array of row sums in private memory registers of each work-item instead of being transferred. Wave size for GPU is chosen to be around the average number of non-zeros per row.

Larger inputs enjoy greater flops due to the large operational overhead of OpenCL even without the data transfer. For example, 1138_bus and mhd1280b have almost identical sizes, but one of them is much denser and has complex type, meaning much larger flops. Most significant improvement is seen on the larger condition numbers, convergence may not occur at all, which can also be seen by monitoring the iteration delta. With smaller condition numbers are able to converge fine, and progress will stop after a certain amount of iterations. Fixes for these issues would be to extend the kernels to support double precision for less rounding errors, and implement the periodic reinitializing as shown in [16].

In the following section, the metric of performance will be presented in floating-point operations per second (flops). Flop counting is based on the matrix parameters, multiplied by the number of iterations and right-hand sides as shown in table [I]. Flops are acquired by dividing it by the observed wall-clock running time.

5 matrices with different size and sparsity were used for testing, an overview of which can be seen in table [I]. The specification of devices subject to testing is brought out in table [III].

In figure [5] the effect of the block solver is shown in contrast to multiple runs of the algorithm on separate RHS vectors. The two matrices differ in terms of density and size. Performance increase of parabolic_fem dies off quickly probably due to there being more data transfer between the host and the device each iteration. This is due to the host-based reduction logic for dot product, requiring $\text{work-groups} \times b$ amount of elements to

### Table I

<table>
<thead>
<tr>
<th>Type</th>
<th>real</th>
<th>m_t1</th>
<th>parabolic_fem</th>
<th>mhd1280b</th>
<th>helm_fem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size (nn)</td>
<td>1138</td>
<td>97</td>
<td>525</td>
<td>1280</td>
<td>16,384</td>
</tr>
<tr>
<td>Non-zeros (nnz)</td>
<td>4054</td>
<td>9753</td>
<td>6,746,625</td>
<td>22,778</td>
<td>113,666</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Operation</th>
<th>real</th>
<th>complex</th>
</tr>
</thead>
<tbody>
<tr>
<td>once</td>
<td>$2 \times \text{nnz}$</td>
<td>$8 \times \text{nnz}$</td>
</tr>
<tr>
<td>sub</td>
<td>$n$</td>
<td>$2 \times n$</td>
</tr>
<tr>
<td>dot</td>
<td>$2 \times n$</td>
<td>$8 \times n$</td>
</tr>
<tr>
<td>per iteration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpMV $(x \times 1)$</td>
<td>$2 \times \text{nnz}$</td>
<td>$8 \times \text{nnz}$</td>
</tr>
<tr>
<td>div (x:z)</td>
<td>$2 \times n$</td>
<td>$8 \times n$</td>
</tr>
<tr>
<td>axpy (x:z)</td>
<td>$2 \times n$</td>
<td>$8 \times n$</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Device</th>
<th>Architecture</th>
<th>Cores</th>
<th>Memory</th>
<th>Clock speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>2080S</td>
<td>Nvidia “Turing”</td>
<td>3072</td>
<td>8GB</td>
<td>1.65–1.82 MHz</td>
</tr>
<tr>
<td>i5-8250U</td>
<td>Intel x64</td>
<td>4</td>
<td>16GB</td>
<td>1.60–3.40 GHz</td>
</tr>
</tbody>
</table>

In the following section, the metric of performance will be presented in floating-point operations per second (flops). Flop counting is based on the matrix parameters, multiplied by the number of iterations and right-hand sides as shown in table [I]. Flops are acquired by dividing it by the observed wall-clock running time.

5 matrices with different size and sparsity were used for testing, an overview of which can be seen in table [I]. The specification of devices subject to testing is brought out in table [III].

In figure [5] the performance comparison between the implementation and clSPARSE is shown. More specifically the library’s single precision CG example code was repurposed for this experiment, which boasts device-adaptive kernel features. Missing from the results are the complex-valued matrices for clSPARSE due to missing support. The number of right-hand side vectors is fixed to 1 for the same reason. In both cases timing began after the device buffers had already been transferred. Wave size for GPU is chosen to be around the average number of non-zeros per row.

Larger inputs enjoy greater flops due to the large operational overhead of OpenCL even without the data transfer. For example, 1138_bus and mhd1280b have almost identical sizes, but one of them is much denser and has complex type, meaning much larger flops. Most significant improvement is seen on the larger condition numbers, which can also be seen by monitoring the iteration delta. With smaller condition numbers are able to converge fine, and progress will stop after a certain amount of iterations. Fixes for these issues would be to extend the kernels to support double precision for less rounding errors, and implement the periodic reinitializing as shown in [16].

In figure [5] the effect of the block solver is shown in contrast to multiple runs of the algorithm on separate RHS vectors. The two matrices differ in terms of density and size. Performance increase of parabolic_fem dies off quickly probably due to there being more data transfer between the host and the device each iteration. This is due to the host-based reduction logic for dot product, requiring $\text{work-groups} \times b$ amount of elements to...
be moved, where the amount of work-groups is defined by $n_{work-group}$. Matrix $m_{t1}$ is smaller while being denser and therefore the reduction transfer does not become a bottleneck as soon.

The physical limits of this implementation are mainly related to the amount of right-hand sides, which may inflate some local and private arrays to sizes which exceed the device allowances. Testing showed that maximum achievable concurrent RHS on 2080S and matrix $m_{t1}$ was $b = 47$, with the performance by that point being 32.6 GFLOPS. Larger $b$ prompted an CL_OUT_OF_RESOURCES error from the device.

VI. CONCLUSION

This work presented an ad-hoc implementation for a block CG solver, with effort put into optimizing it for GPGPU. Testing showed it exceeding the performance of the adaptive solver in the clSPARSE library with only a single RHS vector in both CPU and GPU test cases. The new solver also improved on the shortcomings of many OpenCL implementations with the introduction of complex-valued inputs.

As mentioned in previous works, the block-solving is a great way for improving performance. It achieved so plainly due to the density of data being fed to the device, with no special tricks in the kernel. Between running the program in single RHS batches and using a block solver, one can achieve upwards of four times the performance.

Some possible improvements include eliminating the need for host-device data transfer for the dot product reduction, as it hinders the performance on larger-dimensional matrices with more RHS vectors. This could be done by writing a separate reduction kernel, keeping more computation in the device. Implementing preconditioning would much improve the usefulness of this program as many inputs will not converge without it.
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