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Abstract

Deep Neural Networks (DNNs) have achieved great success in safely driving vehicles autonomously. However, recent studies have exposed their vulnerability against adversarial attacks. In this design science study, I analyse the tools used to evaluate the quality and correctness of autonomous vehicles DNN models. The study starts with the literature review to understand how to train a neural network to autonomously drive a scaled car in a real-world environment and analyse existing metrics to evaluate performance and define the safety of scaled autonomous cars, which will be used to build a baseline. Finally, I experiment and discuss adversarial attacks and defences alternatives, comparing with the baseline to validate the safety of the self-driving agent.
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1. Introduction

Deep Neural Networks (DNNs) have recently accomplished great success in becoming the state-of-the-art solution for tasks in computer vision such as object detection, image classification and segmentation, often beyond human capabilities [1].

Deep learning models, especially Convolutional Neural Networks (CNNs) have been adopted in autonomous driving vehicles [2]. While driverless cars can help reduce the number of fatalities in car accidents caused by human error, such Deep Learning (DL) techniques have proven to be vulnerable to adversarial attacks [3], which in driver-less cars could lead to catastrophic consequences [4]. Such vulnerabilities must be addressed and mitigated before we can see wider adoption of Machine Learning (ML) models to manipulate the steering and throttle predictions of autonomous cars [5].

The goal of this design science study is to demonstrate how adversarial machine learning can be used to improve the deep learning of an autonomous driving car (figure 1).
and to use adversarial attacks to improve a standard normally trained baseline.

**Research Questions.**

The research questions aim to find methods for evaluation and implementation of safety in deep learning models for autonomous driving cars.

- **RQ1** – What tools are used to train a DNN to drive a car autonomously in a track?
- **RQ2** – What tools are used to evaluate the quality/correctness of an autonomous vehicle DNN model?
- **RQ3** – What are the mechanisms used to choose among adversarial attacks and defence alternatives to validate the safety of autonomous vehicles?
- **RQ4** – What metrics are used to measure and define the safety of DNNs autonomous vehicles against adversarial threats?

**Study selection and quality assessment.**

First I defined the keywords that I would include in our search query string.

I aimed to search for relevant papers in the following digital libraries:

- IEEE Xplore
- ACM DL (digital library)
- Scopus
- Springerlink

The selected search string was the following:

("adversarial attacks" OR "adversarial machine learning") AND ("autonomous vehicles" OR "autonomous car" OR "driverless cars" OR "self driving cars")

To filter among the candidate papers for the design science study I defined both inclusion criteria such as only consider articles in the field of autonomous driving which were published in the time frame from 2018 to 2021.

I carefully analysed all presented articles and excluded the studies not accessible in full-text, the studies that were duplicates of other studies and studies that did not present tools to validate the safety of DNN models. I only included papers in the English language.

**Analysis and Classification.**

At this stage of the experiment, I am only considering the results from IEEE Xplore. The search string returned 67 papers in the digital library, but 25 were excluded for being irrelevant to the topic. The remaining 42 articles were read through and the relevant information was extracted into the data extraction table as shown in Table-1.

**Training a Neural Network to drive a scaled self driving car.**

Chang [6] explores in their study the implementation of multiple variations of deep convolutional neural networks (CNNs) to evaluate the performance of these neural network models in a real-world environment rather than a simulated one. The evaluations of the study are performed in an open source scaled self driving car platform called Donkeycar. The study concludes that a CNN can successfully be trained to recognize visual patterns from a single inexpensive monocular camera as an input and output the commands to pilot the scaled car including steering angle and throttle. The study concludes that a recurrent neural Network (RNN) model was able to navigate the circuit track with the best performance, which was defined by the capacity of the model to avoid deviation from the circuit track and complete determined routes.

Bechtel et al. [7] describes in their study the use of a deep convolutional neural network to perform the commands for the steering angles of a low-cost autonomous car platform which was able to react in real-time to the input of the camera in the real world. The research used a neural network architecture is identical to the one used by NVIDIA's real self driving car DAVE-2. The architecture consists of a CNN model comprised of 9 layers, 250K parameters, and approximately 27 million connections that take a raw color image as input and outputs a single model responsible to prompt the steering angle value for the car.

Mahmoud et al. [8] conducted a case study in they tested different network models available to demonstrate that they could improve the safety of a scaled self driving vehicle while also improving the speed of route completion using techniques to downscale the input image size. The authors explained how neural network tools such as Keras, that runs in Tensorflow and enables the use of high-level neural network API with different architecture structures, can be used in association with the Donkeycar platform to increase the speed of the vehicle on the real-world track circuit reducing the time taken to complete the route.

**Implementing adversarial attacks and defences methods.**

In [9], Piazzesi et al. explained how trained agent models should be exposed to extensive testing campaigns prior to production deployment as adversarial machine learning
attacks and how faults injected can negatively impact the safety of a self driving car. They explained the use of the IBM tool Adversarial Robustness Toolbox (ART) used to launch an experimental adversarial attacks campaign which resulted in safety threats to the scaled self driving car as well as an increase in committed traffic offences.

Alvarez et al. [10] conducted an experiment in which the ART tool was chosen to carry out different attacks to multiple Keras deep learning architectures. They found that even state-of-the-art networks are vulnerable to adversarial attacks.

A case study of using ART tool was described by Lin et al. [11]. In their research they experiment with the tool to generate adversarial image examples and proposed a defence against state-of-the-art adversarial attacks with an iterative adversarial retraining approach, which resulted in the creation of a more robust architecture that was resilient to a number of selected adversarial attacks.

3. Discussion

This section describes the methodology used in the research. Section 3.1 outlines methods to support the creation of deep neural network models to autonomously drive a scaled self driving car. Section 3.2 elaborates on the creation of a baseline and the definition of safety in the context of a scaled self driving car. Section 3.3 distinguish the methods available to improve the safety of the vehicle by measuring the vulnerability of the DNN model to adversarial attacks. Section 3.4 explains how to evaluate and compare the safety of a DNN model in the context of real-world scaled self driving car.

3.1 – Creating a deep neural network end2end model.

Before experimenting with the safety of a scaled self driving car, first, we have to train a deep neural network to pilot the car autonomously in the circuit. Questions arise in regards to the definition of the concept of safety in the environment of scaled cars and the methods available to train the model. Chang [6] described the implementation of a recurrent neural network that was able to keep the car within 6.1 cm deviation from the human driver’s path. The research goal was to create an autonomous vehicle that navigates from point A to B without none or minimal human intervention. The authors described how some of the Tesla manufactured cars use deep neural networks for collision avoidance.

To train the neural network model that drives the vehicle autonomously in the circuit we use the scaled self driving car open source platform Donkeycar (figure 2), which combines a remote control car with an embedded Raspberry Pi 4, running various Python packages such as Tornado, Keras, Tensorflow, OpenCV. We used a technique called imitation learning (figure 3) to train the neural network model. In this method a human uses a remote control to output the steering and throttle commands of the car collecting training samples that will be used later to output a model. Chang [6] reported how using the RNN trained model enabled the scaled vehicle to navigate 20 laps of the track (figure 4), whereas linear models failed in five different attempts(figure 5).

3.2 – Establishing a baseline and definition of safety.

To validate the performance of a variety of different models Chang [6] measures factors such as the steering accuracy which can be calculated by comparing the deviation from the human commands. Such measurement was achieved using an automated position tracking system implemented by using a ball-tracker in OpenCV. The procedure includes adding a fluorescent pink circle mounted on the car that enables the program to track the global location of the vehicle.

Piazzesi et al. [9] suggested in their paper a number of metrics that could have a direct impact on the safety of an autonomous vehicle. Their work prioritize safety over travelled distance and the success rate is affected by factors such as the number of collisions with the wall and other objects as well as the ignored traffic lights. The target vehicle must reach a destination position B from a starting position A,
the completion of the task is also counted as a measure of success.

3.3 – Methods available to evaluate the safety of DNN models against adversarial attacks.

Piazzesi et al. [9] explore the ART Toolbox to generate adversarial attacks that led the DNN to make wrong predictions. While adversarial attacks are organized in three categories: evasion, poisoning, and extraction attacks, their study relied only on evasion attacks, because of its likelihood to compromise safety by being carried out on a self-driving agent while it is running. Such attacks can be white-box and black-box attacks, which were both considered in the study. While the white-box attacks require having full access to the architecture and parameters of the model, the black-box attacks do not require having the knowledge on the model structure and architecture. The authors used PytorchFI to inject faults in the trained agents. The study injected four different evasion attacks: Spatial Transformation, HopSkipJump, Basic Iterative Method and Newton-Fool. Besides the IBM ART tool, other alternatives to evaluate the robustness of neural networks against adversarial attacks such as CleverHans and Foolbox were mentioned by Assion et al. [12], the authors claimed that adversarial robustness poses a challenge for the deployment of ML-based systems in safety and security-critical environments such as autonomous driving.


In the first stage of the experiment, we will execute the DNN model in clean runs without introducing attacks. The results of the clean runs using linear models and RNN models will be described. In our experiment the vehicle could successfully complete the laps five times with a limited number of collisions. Without further applying image augmentation techniques such as cropping the image as suggested in [8], the driving was steady. However, the vehicle still struggling to keep well centered in the lane, crossing the boundaries several times.

The number of collisions as a metric to evaluate the safety of a DNN model is only appropriate for the scaled self-driving agent which uses a single frontal camera and not more sophisticated sensors such as stereo cameras and LiDARs. On the other hand, such attack injection campaigns demonstrated in this study can be repeated with different driving agents [9].

In the second stage, the model is run in the same circuit as the first stage, however, a series of attacks and faults are injected during the run. The results are then compared with the runs of the first stage.

4. Results

To answer RQ-1 I created a track in a B circuit shape and then I trained I convolutional neural network to drive the track. The model proved to be a good driver and performed 14 laps in the circuit without collisions. It also managed to avoid collisions with obstacles placed in the circuit.

To answer RQ-2 I experimented with TensorFlow and Keras which enabled the use of several benchmarks machine learning models including the Google MobileNet used for the stop sign and traffic lights detection. It has also enabled me to use the IBM Adversarial Machine Learning Toolbox, which provided many state-of-the-art machine learning attacks and defences.

To answer RQ-3 the literature review pointed to the use of evasion attacks as it could lead the model to misclassify objects, which can make the autonomous vehicles lose control leading to damage of property or injury. In my experiment I used the Fast Gradient Sign Attack [13].

The final stage of the experiment consists in apply techniques for the defence of the DNN model and then compare the measurements of the final runs against the created baseline defined in stage one (RQ-4). Our experiment focuses on the safety aspects of autonomous vehicle systems, thus,
the definition of safety is a crucial aspect of the research and it will be based on the results of the performance of the self driving agent in the circuit track.

5. Conclusions

This report described how to train a neural network to drive a scaled vehicle autonomously in a circuit track. Furthermore, the study discusses methods and metrics that define safety in the context of a scaled self driving agent. Then we demonstrate the injection of attacks in the self driving agent running on the real-world environment using solely open source tools. We expose attacks and faults that impact the performance of the car leading to collisions jeopardizing the safety of the self driving agent. Finally, we implement state-of-the-art adversarial defences that improved the overall performance of the vehicle.

The results are restricted to the environment set in the experiment, nevertheless, they reveal the negative impact of adversarial attacks in neural networks and reinforce the need to test autonomous systems against such threats. The experiments related to this design science report is still in progress. I have so far achieved the goals of creating a model that drives the car autonomously while avoiding objects and detect stop signs and traffic lights. Thus, this report does not yet present clear metrics in regards to the performance and safety of the vehicle. However, I plan to have completed the experiment soon and extend this report to a full design science master’s thesis which would be delivered in the upcoming spring.

Finally, the study intended to show methods to test the safety of a self driving agent, using existing open source tools.
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