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ABSTRACT

A minimal perfect hash function can be created for input data by dividing the input data into multiple collections, with each collection comprising fewer elements that the input data as a whole. Subsequently, minimal perfect hash functions can be created for each of the collections and the resulting hash values can be offset by a value equivalent to the number of input data in preceding collections. The minimal perfect hash function can, thereby, be derived in parallel and can consume substantially less storage space. To further save storage space, the internal state of each individual minimal perfect hash function can be further compressed using algorithms exploiting a skewed distribution of values in a lookup table comprising the internal state.
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SCALABLE MINIMAL PERFECT HASHING

BACKGROUND

The core of the World Wide Web (WWW) comprises several billion interconnected web pages. Accessing information on almost any of these web pages would be essentially impossible without the aid of systems that enable a user to search for specific text, or textual identifiers. Indeed, such systems, generally known as "search engines," have increased in popularity as the WWW has grown in size.

However, to provide reasonable response times, search engines cannot search billions of web pages by accessing each page every time a user searches for a term. Instead, search engines typically rely on locally stored information that represents the relevant data, such as the text, from each web page. Thus, to identify one or more web pages that are responsive to a user's search query, a search engine needs only access information local to the search engine.

Unfortunately, when dealing with billions of individual web pages, storing even a few kilobytes of data per page can require a total storage capacity of several terabytes. For example, a web page can be uniquely identified by its Uniform Resource Locator (URL). Thus, when storing relevant information about a web page, a search engine can identify the web page from which such information was obtained by its URL. Because a search engine may collect information from a single web page in multiple databases or data structures, it may need to reference that information using the web page's URL multiple times. A typical URL, expressed as plain text, can be a hundred bytes or more. Thus, for billions of web pages, the mere use of the URL to identify information obtained from the web page can, by itself, require several terabytes of storage capacity. Consequently, instead of using a text-based URL to identify a web page, search engines more commonly use a hash of the URL to identify a page for purposes of storing information into their local search databases. Mathematically, at least 35 bits are required to uniquely identify between 16 and 32 billion web pages, and many search engines use hashes that result in hash values that can be as large as 80 bits, or ten bytes. Nevertheless, even a ten-byte identifier for a web page can save terabytes of storage capacity when compared with a hundred-byte textual URL.

The problem of storing a large quantity of uniquely identifiable information is not unique to WWW search engines. For example, modern operating systems include an analog of a WWW search engine for providing users with an efficient interface to the users' ever-increasing collection of digital data. If each file is identified by its file path within the file system, and its name, such information alone can require a hundred bytes, or more. If a hundred thousand of the user's files are cataloged, the identification information alone can require several megabytes. Similarly, a large database comprising information associated with millions of individual entries can require several megabytes merely for the storage of identification information for those entries. In such cases, hashing often provides a mechanism by which the identifying information could be transformed into a value that required less storage space. Unfortunately, the hashing mechanisms themselves often consumed a large amount of storage space, offsetting some of the storage efficiency gains realized by using hashes in place of less space-efficient information.

SUMMARY

To enable information, especially large quantities of unique information, such as unique identifiers, to be hashed and represented as a smaller value; while simultaneously saving storage space, the hashing can be divided by collections of information, and an offset can be maintained for each collection. More specifically, a minimal perfect hash function can be used, providing for resulting hash values that are always different for different input data and that have no gap, or are otherwise missing hash values between the minimum and maximum hash value. Thus, two groups of items can be hashed using a minimal perfect hash function, and the resulting hash values can form a contiguous collection of values when the resulting hash values from one group are offset by a value equal to the number of items in the other group. Each group, however, being smaller than the combination of groups, can be hashed such that the resulting hash values do not require as many bits as would have been required if all of the items from the combination of groups were hashed. Additionally, because minimal perfect hash functions output a contiguous range of hash values, those hash values can act as pointers into an array of the original data, enabling the storage of such data in an optimal manner.

The generation of a minimal perfect hash function can be a computationally expensive operation, especially for a large number of individual items. By using groupings comprising a smaller number of items, and an offset, to hash a large number of individual items, the generation of a minimal perfect function for such a large number of individual items can be reduced to the generation of multiple minimal perfect hash functions; one for each of the groupings of items. The generation of such minimal perfect hash functions for each of the groupings of items can be performed in parallel by multiple computing devices or processes, since the generation of a minimal perfect hash function for one group of items is mathematically independent of the generation of a minimal perfect hash function for a different group of items. The multiple minimal perfect hash functions can be rejoined together by specifying an appropriate offset for each minimal perfect hash function representing the cumulative number of items in preceding groupings.

The storage space required can be further reduced by compressing the internal state of one or more of the minimal perfect hash functions. In one embodiment, such compression can be based on the disproportionate number of entries in the internal state of the minimal perfect hash function that are zero. Specifically, rather than expressing such a zero value using the requisite number of bits, a bit vector can be constructed whereby a single bit can represent either the presence of a zero value, or the presence of a value other than zero. The zero values can, subsequently, be deleted, saving storage space. In another embodiment, such compression can be based on the disproportionate number of entries in the internal state of the minimal perfect hash function that have small number values. One compression scheme, contemplated by an embodiment, that can take advantage of such a skewing of the values of the entries, is known as Huffman encoding. The use of a compression scheme, such as Huffman encoding, enables a compressed version of the internal state of the minimal perfect hash function to be stored, thereby reducing storage space requirements. Subsequently, when data is to be
hashed using the minimal perfect hash function, the internal state of the minimal perfect hash function can be decompressed prior to use.

This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter.

Additional features and advantages will be made apparent from the following detailed description that proceeds with reference to the accompanying drawings.

DESCRIPTION OF THE DRAWINGS

The following detailed description may be best understood when taken in conjunction with the accompanying drawings, of which:

FIG. 1 is a diagram of an exemplary system that provides context for the described functionality;

FIG. 2 is a block diagram of an exemplary computing device;

FIG. 3 is a diagram of another exemplary system that provides context for the described functionality;

FIG. 4 is a flow diagram illustrating an exemplary process for generating a minimal perfect hash function;

FIG. 5 is a flow diagram illustrating an exemplary hashing process;

FIG. 6 is a flow diagram illustrating an exemplary process for reducing the storage space required by a minimal perfect hash function;

FIG. 7 is a flowchart illustrating an exemplary process for generating a minimal perfect hash function and

FIG. 8 is a flowchart illustrating an exemplary hashing process.

DEDIALLED DESCRIPTION

The following description relates to hashing mechanisms that provide for the hashing of information within a minimum of storage space. In one embodiment, the hashing can be divided by collections of information, and an offset can be maintained for each collection. Thus, to hash a particular element of information, an appropriate collection can initially be identified and the element can then be hashed in accordance with a hash function associated with the identified collection. Subsequently, the resulting hash value can be increased by an offset value associated with the identified collection. In another embodiment, the derivation of hash functions for each of the collections of information can be distributed among multiple computing devices or processes, thereby achieving a performance increase through the parallel computation of such hashing functions. In a further embodiment, the internal state of a hash function, and specifically a minimal perfect hash function, can be compressed to conserve further storage space. One such compression mechanism can comprise the Huffman encoding of the internal state of the hash function. Another such compression mechanism can append a bit vector to the internal state of the hash function, indicating zero value entries via a single bit in the bit vector and, correspondingly, deleting them from the internal state of the hash function.

The techniques described herein focus on the implementation of the above embodiments in the context of the Uniform Resource Locators (URLs) for World Wide Web pages. However, there is nothing unique about URLs that the described embodiments rely on or otherwise use. Consequently, the descriptions below are equally applicable to any kind of data and are not intended to be limited to URLs, other Internet-specific identifiers, or other file identifiers.

Although not required, the description below will be in the general context of computer-executable instructions, such as program modules, being executed by a computing device. More specifically, the description will reference acts and symbolic representations of operations that are performed by one or more computing devices or peripherals, unless indicated otherwise. As such, it will be understood that such acts and operations, which are at times referred to as being computer-executed, include the manipulation by a processing unit of electrical signals representing data in a structured form. This manipulation transforms the data or maintains it at locations in memory, which reconfigures or otherwise alters the operation of the computing device or peripherals in a manner well understood by those skilled in the art. The data structures where data is maintained are physical locations that have particular properties defined by the format of the data.

Generally, program modules include routines, programs, objects, components, data structures, and the like that perform particular tasks or implement particular abstract data types. Moreover, those skilled in the art will appreciate that the computing devices need not be limited to conventional personal computers, and include other computing configurations, including handheld devices, multi-processor systems, microprocessor based or programmable consumer electronics, network PCs, minicomputers, mainframe computers, and the like. Similarly, the computing devices need not be limited to stand-alone computing devices, as the mechanisms may also be practiced in distributed computing environments where tasks are performed by remote processing devices that are linked through a communications network. In a distributed computing environment, program modules may be located in both local and remote memory storage devices.

With reference to FIG. 1, an exemplary system 99 is illustrated, providing context for the descriptions below. The exemplary system 99 can be part of the Internet 90, as illustrated, though the reference to the Internet is strictly an example and is not intended to limit the descriptions to Internet protocols, such as the Transmission Control Protocol (TCP), the Internet Protocol (IP), or any other Internet-specific technology. Exemplary system 99 includes website hosting computing devices 10 and 20 connected to the Internet 90. Each of the website hosting devices 10 and 20 hosts a website 11 and 21, respectively, comprising one or more web pages. As will be known by those skilled in the art, the collection of websites hosted by computing devices connected to the Internet 90 is commonly referred to as the World Wide Web. However, as with the reference to the Internet itself, the reference to the World Wide Web is strictly exemplary and is not intended to limit the descriptions to HTTP, HTML, or any other World Wide Web-specific technology.

Also illustrated in FIG. 1 is a search engine 40 comprising one or more search engine computing devices, such as the search engine computing devices 41, 42, 43 and 44. The search engine 40 can respond to user queries for web pages, such as the web pages that comprise websites 11 and 21, by referencing information stored in the search engine database 50. The scope and content of the search engine database 50 can vary significantly depending on the particular implementation of the search engine 40. Strictly for exemplary purposes, the search engine database 50 is shown in FIG. 1 as comprising multiple databases, illustrated as tables, including a database 51 comprising the terms or phrases used in various web pages, a database 52 comprising the links provided in those web pages, and a database 53 comprising the
pages which link to those web pages. As can be seen, each of the databases 51, 52 and 53 uses one or more URLs of web pages to identify, either the source web page, or, in the case of links from one web page to another, both the source and destination of those links. The presence of multiple instances of URLs within the search engine database 50 can create an opportunity for significant storage space savings if the URL identifiers within the search engine database 50 can be replaced with smaller identifiers.

Mechanisms that can be used to replace the URL identifiers, among other things, with smaller identifiers will be described below within the context of computer-executable instructions executing on one or more computing devices. To that extent, FIG. 2 illustrates an exemplary computing device 100, which can be any of the computing devices of system 99 shown in FIG. 1, including the website hosting devices 10 and 20, and any or all of the computing devices that comprise the search engine 40, such as computing devices 41, 42, 43 and 44.

The exemplary computing device 100 can include, but is not limited to, one or more central processing units (CPUs) 120, a system memory 130, and a system bus 121 that couples various system components including the system memory to the processing unit 120. The system bus 121 may be any of several types of bus structures including a memory bus or memory controller, a peripheral bus, and a local bus using any of a variety of bus architectures. By way of example, and not limitation, such architectures include the Peripheral Component Interconnect (PCI) bus and various higher speed versions thereof, the Industry Standard Architecture (ISA) bus and Enhanced ISA (EISA) bus, the Micro Channel Architecture (MCA) bus, and the Video Electronics Standards Associate (VESA) bus. The computing device 100 can optionally include graphics hardware, including, but not limited to, a graphics hardware interface 190 and a display device 191.

The computing device 100 also typically includes computer-readable media, which can include any available media that can be accessed by computing device 100 and includes both volatile and nonvolatile media and removable and non-removable media. By way of example, and not limitation, computer-readable media may comprise computer storage media and communication media. Computer storage media includes media implemented in any method or technology for storage of information such as computer-readable instructions, data structures, program modules or other data. Computer storage media includes, but is not limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical disk storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other medium which can be used to store the desired information and which can be accessed by the computing device 100.

Communication media typically embodies computer-readable instructions, data structures, program modules or other data in a modulated data signal such as a carrier wave or other transport mechanism and includes any information delivery media. By way of example, and not limitation, communication media includes wired media such as a wired network or direct-wired connection, and wireless media such as acoustic, RF, infrared and other wireless media. Combinations of the any of the above should also be included within the scope of computer-readable media.

The system memory 130 includes computer storage media in the form of volatile and/or nonvolatile memory such as read only memory (ROM) 131 and random access memory (RAM) 132. A basic input/output system (BIOS), containing the basic routines that help to transfer information between elements within computing device 100, such as during start-up, is typically stored in ROM 131. RAM 132 typically contains data and/or program modules that are immediately accessible to and/or presently being operated on by processing unit 120. By way of example, and not limitation, FIG. 2 illustrates operating system 134, other program modules 135, and program data 136.

The computing device 100 may also include other removable/non-removable, volatile/nonvolatile computer storage media. By way of example only, FIG. 2 illustrates a hard disk drive 141 that reads from or writes to non-removable, non-volatile magnetic media. Other removable/non-removable, volatile/nonvolatile computer storage media that can be used with the exemplary computing device include, but are not limited to, magnetic tape cassettes, flash memory cards, digital versatile disks, digital video tape, solid state RAM, solid state ROM, and the like. The hard disk drive 141 is typically connected to the system bus 121 through a non-removable memory interface such as interface 140.

The drives and their associated computer storage media discussed above and illustrated in FIG. 2, provide storage of computer-readable instructions, data structures, program modules and other data for the computing device 100. In FIG. 2, for example, hard disk drive 141 is illustrated as storing operating system 144, other program modules 145, and program data 146. Note that these components can either be the same as or different from operating system 134, other program modules 135 and program data 136. Operating system 144, other program modules 145 and program data 146 are given different numbers here to illustrate that, at a minimum, they are different copies.

Of relevance to the descriptions below, the computing device 100 may operate in a networked environment using logical connections to one or more remote computers. For simplicity of illustration, and in conformance with the exemplary system 99 of FIG. 1, the computing device 100 is shown in FIG. 2 to be connected to the Internet 90. However, the computing device 100 is not limited to any particular network or networking protocols. The logical connection depicted in FIG. 2 is a general network connection 171 that can be a local area network (LAN), a wide area network (WAN) or other networks. The computing device 100 is connected to the general network connection 171 through a network interface or adapter 170 which is, in turn, connected to the system bus 121. In a networked environment, program modules depicted relative to the computing device 100, or portions or peripherals thereof, may be stored in the memory of one or more other computing devices that are communicatively coupled to the computing device 100 through the general network connection 171. It will be appreciated that the network connections shown are exemplary and other means of establishing a communications link between computing devices may be used.

In one embodiment, the above aspects of a computing device, such as one of the search engine computing devices 41, 42, 43 or 44, can be used to reduce the storage space requirements of the individual databases of the search engine database 50, such as databases 51, 52 and 53, by replacing the URLs contained in those databases with hashes of a minimal size. As shown in the exemplary system 200 of FIG. 3, the individual databases of the search engine database 50 can be transformed such that, rather than using a complete URL to identify a web page and data obtained from that web page, the individual databases can use hashes, where each hash is uniquely associated with a particular URL but consumes only a small fraction of the storage space. Thus, for example, the
exemplary databases 51, 52 and 53 of FIG. 1 can be transformed into exemplary databases 211, 212 and 213, respectively, of FIG. 3.

Since the search engine 40 provides one or more URLs in response to a search query, the search engine 40 may ultimately need to translate back from a hash value to a URL in order to provide such information. To facilitate such a translation, the search engine database 50 can, in the embodiment illustrated in FIG. 3, further include a database 210 correlating a hash value to the corresponding URL.

As will be known by those skilled in the art, a hash function applies one or more operations to input data to derive a hash value based on the input data. In theory, each unique input data should result in a unique value. On occasion, however, two or more disparate input data result in the same hash value. Such an occurrence is known as a "collision." A hash function can be designed in which there are no collisions for a given set of input data. Such a hash function is known as a "perfect hash function" for the particular set of input data for which it was designed. The resulting hash values, even from a perfect hash function, can still comprise gaps. Put differently, there may exist hash values that are not obtained for any input data. A perfect hash function that produces hash values that are continuous and begin with a hash value of zero is known as a "minimal perfect hash function."

For example, given four items, a perfect hash function could produce the following hash values (in binary) for the four items: 0101, 0111, 1010, 1110. As can be seen, none of the four items results in a hash value equivalent to the hash value of any other item. However, as can be also seen, the resulting hash values are not contiguous. For example, there is no input data that will result in a hash value of 0110, which is the value between 0101 and 0111. Thus, while the hash function may be perfect, it is not minimal and wastes space by using four bit hash values for only four items. A minimal perfect hash function, on the other hand, given the same four items, could provide the following hash values (again, in binary): 00, 01, 10, 11. Each item still maintains a unique hash value. However, with a minimal perfect hash function, the hash values are contiguous and begin at zero. Consequently, a minimal perfect hash function can provide hash values having fewer bits and, consequently, requiring less storage space.

Mathematically, to provide unique hash values for several billion items, such as several billion URLs, each hash value can be on the order of 32 bits, or four bytes. Many web search engines use 40 bit hashes, or even larger, thereby requiring five bytes of storage space for each hash value. The URLs that such hash values replace, however, can be 100 bytes, or longer. Consequently, by using hashes instead of URLs, the search engine database 50 can be several orders of magnitude smaller.

The storage efficiency gained from using hashes instead of URLs, or any other input data, is offset by the size of the hashing function itself. As will be known to those skilled in the art, minimal perfect hash functions comprise at least one step in which a value is obtained from a lookup table. This lookup table is more often referred to by those skilled in the art as the "internal state" of the hash function, since changes to the values of the lookup table directly impact the resulting hash values and, thus, the hashing function itself.

The lookup table, or internal state, of a minimal perfect hash function can comprise as many unique elements as there are input data, and, as will be known by those skilled in the art, the set of input data for which a minimal perfect hash function is to be derived can be known in advance. Thus, a minimal perfect hash function for hashing, for example, several billion URLs can comprise a lookup table with several billion unique elements. As indicated previously, to uniquely identify several billion elements, approximately 32 bits, or four bytes, are required. Consequently, a lookup table with several billion unique elements, each comprising four bytes, can require 20 to 30 gigabytes, or more, of storage space.

In addition to potentially requiring several gigabytes of storage space, the internal state of a minimal perfect hash function can be computationally expensive to derive. More specifically, as the quantity of input data increases, thereby resulting in an attendant increase in the number of unique elements in the lookup table that comprises the internal state of a minimal perfect hash function, the computational effort required to generate that internal state exponentially increases. Thus, the generation of a minimal perfect hash function that only needs to hash a small amount of input data is significantly easier than the generation of a minimal perfect hash function that needs to hash a large amount of input data.

In one embodiment, the fact that minimal perfect hash functions are significantly easier to generate for small amounts of input data is utilized to provide mechanisms for efficient generation of a minimal perfect hash function for large quantities of input data, such as the billions of URLs that would be hashed by a WWW search engine. Turning to FIG. 4, an exemplary flow diagram 300 illustrating one such mechanism is shown. The input data 310 is illustrated as a collection of URLs, though, as indicated previously, any input data would be equally applicable. Initially, the input data is hashed using a normal perfect hash function 320. As will be known by those skilled in the art, the generation of a normal perfect hash function, such as normal perfect hash function 320, can be substantially less computationally expensive than the generation of a minimal perfect hash function.

Initial hashes 330 represent the hash values resulting from the hashing of the URLs 310 by the normal perfect hash function 320. In one embodiment, the leading bits of the initial hashes 330 can be used to divide the associated URLs 310 into groups, colloquially referred to in FIG. 4 as "buckets." The number of leading bits used can be varied to enable the division of the URLs 310 into a variable number of buckets. For example, FIG. 4 illustrates the use of the first eight bits to divide the URLs 310 into buckets 340, since the values of the initial hashes 330 illustrated in FIG. 4 are in hexadecimal, where each hexadecimal digit represents four bits. As will be known by those skilled in the art, there are 256 possible combinations of eight bits. Consequently, the use of the first eight bits of the initial hashes 330 can enable the division of the URLs 310 into up to 256 discrete buckets 340. In an alternative embodiment, the trailing, rather than leading, bits of the initial hashes 330 can be used to divide the URLs 310 into buckets 340.

In a further alternative embodiment, the initial hashes 330 can serve to perform an initial division of the URLs 310 into buckets 340. A subsequent division can ensure that no bucket receives more than a predetermined number of URLs. For example, as will be described, there can exist advantages to ensuring that no bucket comprises more than 256 URLs. Consequently, the subsequent division can ensure that the URLs 310 are ultimately bucketed in such a manner that no bucket comprises more than 256 URLs. In a still further alternative embodiment, the normal perfect hash function 320 can perform a hash in such a manner that the selection of a predetermined number of leading bits from the resulting hash values automatically provides of the division of URLs 310 into buckets not exceeding some predetermined threshold number of URLs.

The number of buckets 340, and, consequently, the number of bits of the initial hash 330 used to divide the URLs into
buckets, can be selected such that the buckets need not exceed a predetermined threshold number of URLs in order to accommodate all of the URLs 310. Thus, in one embodiment, the selection of the predetermined threshold number of URLs can be based on storage space requirements, while the selection of the number of buckets can simply follow from the total number of input URLs 310 and the predetermined threshold for each bucket. For example, the selection of a predetermined threshold of 256 URLs per bucket, therefore, provides for the largest sized buckets for which the bucket’s content can be referenced with only eight bits. Thus, a predetermined threshold of 256 URLs can be based on such key storage criteria. If the system of FIG. 4 accepts several billion input URLs 310, and each bucket 340 is to be limited to no more than 256 URLs, then approximately 16 million buckets can be used. The URLs 310 can be divided into those 16 million buckets 340 with reference to 24 bits of each initial hash 330 in the manner described above.

Once the URLs 310 have been divided into buckets 340 based on the hash values 330 derived using a normal perfect hash function 320, they can be provided to multiple computing devices or processes to be processed in parallel, thereby achieving significant efficiencies. For example, as illustrated in FIG. 4, buckets 341, 342, 343 and 344, representing random buckets from the collection of buckets 340, can comprise URLs whose hash values comprised, for example, leading bits corresponding to the buckets 341, 342, 343 and 344 into which the URLs were divided. The buckets 341, 342, 343 and 344 can be provided to computing devices 41, 42, 43 and 44, of the search engine 40, which can then generate minimum perfect hash functions 361, 362, 363 and 364 corresponding to the buckets 341, 342, 343 and 344. Because the number of buckets 340 can exceed the number of individual computing devices 41, 42, 43 and 44, each computing device can be provided an approximately equal number of buckets. Alternatively, the buckets can be divided among the computing devices 41, 42, 43 and 44 based on the relative processing capabilities of such computing devices. And while FIG. 4 illustrates computing devices 41, 42, 43 and 44 as physical computing devices, they can equally represent virtual computing devices, or other independent processes which can perform operations in parallel.

As indicated previously, the derivation of a minimal perfect hash function for given input data can be computationally expensive, and the computational cost can increase exponentially based on the quantity of input data. Thus, by dividing the URLs 310 into multiple buckets 340 comprising a limited number of URLs, each bucket can have a minimal perfect hash function 360 derived for it in a small fraction of the time that it would have taken to derive a minimal perfect hash function for the entire set of URLs 310. Furthermore, because the generation of each minimal perfect hash function, such as minimal perfect hash functions 361, 362, 363 and 364 can be performed independently, the parallelization of the generation of the minimal perfect hash functions 360 further decreases, by another order of magnitude, the time required as compared to the generation of a single minimal perfect hash function for all of the URLs 310.

Once the minimal perfect hash functions 360 for the buckets 340 are derived, they can be stored in the search engine database 50. Additionally, each minimal perfect hash function, such as the minimal perfect hash functions 361, 362, 363 and 364 can be associated with its corresponding bucket, such as buckets 341, 342, 343 and 344, via a bucket identifier. In one embodiment, the bucket identifier can be the same value as the bits of the initial hash 330 referenced to divide the URLs into the buckets 340.

Because each of the minimal perfect hash functions 360 is applicable to a limited quantity of URLs, the internal state of the minimal perfect hash functions 360, even in aggregate, can be much smaller than the internal state of a minimal perfect hash function for all of the URLs 310. For example, as indicated previously, the internal state of a minimal perfect hash function for billions of URLs can require 20 to 30 gigabytes of storage space, or even more. Conversely, if each of the buckets 340 comprises, for example, less than 256 URLs, then each URL can be uniquely identified by a eight bits, or a single byte, in the lookup table that comprises the internal state of the minimal perfect hash functions 360. With 256 entries of one byte each, the internal state of the minimal perfect hash functions 360 can be as small as 256 bytes per function. As indicated previously, if each of the buckets 340 comprises less than 256 URLs, then approximately 16 million buckets can be used to accommodate several billion URLs 310. The aggregate storage requirements for 16 million minimal perfect hash functions corresponding to the 16 million buckets, with each minimal perfect hash function comprising an internal state of 256 bytes, can be as small as 4 gigabytes.

As compared to the 20 to 30 gigabytes required for the internal state of a minimal perfect hash function applied to all of the billions of URLs 310, the mechanisms illustrated in FIG. 4 not only provide substantial computational speed advantages, but they also reduce the storage requirements for the internal state of the minimal perfect hash function by at least an order of magnitude.

As will be recognized by those skilled in the art, the output of each of the minimal perfect hash functions 360 is between 0 and one less than the number of elements in the associated bucket. Consequently, if there are millions of minimal perfect hash functions 360, based on millions of buckets of URLs 340, millions of distinct URLs can all be hashed to the same hash value. In one embodiment, to differentiate between them, an offset can be used. Specifically, because of the properties of minimal perfect hash functions, the resulting hash values can be contiguous, beginning with a hash value of zero. Thus, if an initial bucket comprised 100 elements, the minimal perfect hash values of those hundred elements can be between zero to 99. If a subsequent bucket similarly comprised 100 elements, the minimal perfect hash values of those hundred elements could likewise be between zero and 99. To generate discrete minimal perfect hash values across both buckets, the subsequent bucket could include an offset equivalent to the number of elements in the initial bucket. Thus, the minimal perfect hash values of the hundred elements of the initial bucket can be between zero and 99 and the minimal perfect hash values of the hundred elements of the subsequent bucket can be offset by 100 and can, therefore, be between 100 and 199. In such a manner the 200 elements across both the initial and subsequent buckets can all have unique hash values.

The above mechanisms can be equally applied across any number of buckets 340. Thus, as shown in FIG. 4, a summation function can be applied to the number of elements in each bucket of the buckets 340, thereby obtaining offset values 350 corresponding to each bucket. More specifically, the offset value for any bucket of the buckets 340 can be the sum of the number of elements in each of the preceding buckets. In one embodiment, the offsets 350 can be determined prior to the derivation of the minimal perfect hash functions 360, while in an alternative embodiment, such offsets can be derived afterwards based on, for example, the number of elements in the
lookup tables of each of the individual minimal perfect hash functions 340. The offsets corresponding to each bucket, and thus to each associated minimal perfect hash function as well, can be stored in the search engine database 50 along with the associated minimal perfect hash function and corresponding bucket identifier.

Turning to FIG. 5, a flow diagram 400 is shown, illustrating one mechanism for using the multiple minimal perfect hash functions 360 to obtain a hash value for a URL 410 from among the URL's 310. As described previously, the search engine database 50 is illustrated in FIG. 5 as comprising collection 450 comprising minimal perfect hashes for each bucket and an associated offset. In one embodiment, the minimal perfect hash for the initial bucket need not have an offset associated with it, since its offset is zero.

Initially, as shown in FIG. 5, a URL 410, from among the URLs 310, can be obtained for hashing using the minimal perfect hash function derived by the mechanisms described above and exemplified by the flow diagram 300 of FIG. 4. The URL 410 can be hashed using the same normal perfect hash function 320 described above to obtain a hash value 420. Bits of the hash value 420 can then be used, as described in detail above, to identify a bucket into which the URL 410 would have been placed by the mechanisms described above. That bucket identifier can be used to obtain, from the search engine database 50, and specifically from the collection 450, an appropriate minimal perfect hash function 362 and offset 460, as shown.

Once obtained, the minimal perfect hash function 362 can be used to hash the URL 410 to obtain a hash value 430. Subsequently, the obtained hash value 430 can be offset by the offset 460 to obtain a final hash value 440 representing a unique identifier for the URL 410 among all of the URLs 310. In one embodiment, the final hash value 440, comprising a mere four or five bytes can be used by the search engine 40 in the databases, such as databases 51, 52 or 53, that comprise the search engine database 50, instead of the URL 410 itself, which can be 100 bytes or more. In another embodiment, the final hash value 440 can be associated with the URL 410, such as through a table 210 or similar data storage structure. As shown in FIG. 5, the table 210 can also be stored as part of the search engine database 50.

Although the above described mechanisms can reduce the storage requirements of the internal state of a minimal perfect hash function by dividing the minimal perfect hash function into multiple “sub-functions;” further storage efficiency can be achieved through compression mechanisms applied to the internal state of each of the divided minimal perfect hash functions 360. FIG. 6 illustrates a flow diagram 500 showing two such compression mechanisms that can be individually or aggregately applied. To illustrate the application of these compression mechanisms, the minimal perfect hash function 362 from FIGS. 4 and 5 is illustrated so as to show processing internal to that hash function. Specifically, in one embodiment, a minimal perfect hash function, such as the minimal perfect hash function 362, can initially pass the input data through two different hash functions 510 and 520, resulting in hash values 515 and 525, respectively, as shown in FIG. 6. The hash values 515 and 525 can act as pointers into a lookup table 530 that can represent the internal state of the minimal hash function 362. Such a lookup table 530 can comprise a series of values 535, with a unique value for each data input to the minimal perfect hash function 362. In fact, very often, the lookup table 530 can comprise a series of values 535 that is at least 1.15 times greater than the number of data input to the minimal perfect hash function 362. Once the values, from among the series of values 535, that are identified by the pointers 515 and 525, are obtained, they can be summed by a summation function 540, and the resulting value can be provided as the hash value output from the minimal perfect hash function 362.

In one embodiment, the series of values 535 that comprises the lookup table 530 can include a disproportionate number of entries whose values are zero. As indicated previously, even for minimal perfect hash functions that only need to hash 256 unique elements, or less, each entry in the series 535 can be represented by eight bits. However, because of the disproportionate number of entries whose values are zero, each of those zero value entries can instead be indicated by a single bit in a bit vector 551. Specifically, a bit vector 551 can comprise a single bit entry corresponding to each entry from the series 535. If an entry in the series 535 has a value of zero, the bit vector can indicate a “1” or “positive” indication. If an entry in the series 535 has a non-zero value, the bit vector can indicate a “0” or “negative” indication.

Once the bit vector 551 is created, all of the zero valued entries from the series 535 can be removed, resulting in series 552 having “holes” comprising no bits at all where previously eight bits, for example, were used to represent a zero. The combination 550 of the bit vector 551 and the series 552 can then be used in place of series 535. Specifically, the bit vector 551 can be referenced first. If its value is one, then an eight bit zero value can be generated. If its value is zero, then the series 552 can be consulted for the appropriate value. In essence, therefore, all of the zero valued entries from the series 535, which could have required eight bits, or more, to represent, can now be represented by a single bit. While the remaining values can now comprise nine bits; namely the initial eight and the one bit of the bit vector 551, the combination 550 can still be more space efficient than the series 535 due to the quantity of zeros in most practical versions of the series 535.

In addition to comprising a disproportionate number of zero valued entries, the series 535 can also comprise a disproportionate number of entries whose values are fairly small. Such a skewed distribution of values enables the effective use of compression algorithms 670 to generate a compressed version 660 of the series 535. The compressed version 660 can be stored in the search engine database 50 instead of the series 535, and the compressed version 660 can be expanded into the series 535 when the minimal perfect hash function 362 is required.

In one embodiment, the compression algorithm 670 used to compress the series 535 into the compressed version 660 can be the well known Huffman encoding algorithm. As will be known by those skilled in the art, the Huffman encoding algorithm can sort the values of the series 535 and can assign common values identifiers that comprise fewer numbers of bits. Thus, while every value in the series 535 is represented by an equal number of bits, a Huffman encoded version can represented the most common values with a fewer number of bits. Thus, for distributions of values that are not uniform, Huffman encoding can provide a mechanism with which to further reduce the storage space required for such values.

FIGS. 7 and 8 illustrate the overall application of the above described mechanisms exemplarily illustrated by FIGS. 4, 5 and 6. Specifically, FIG. 7 illustrates a flowchart 600 showing the construction of a minimal perfect hashing algorithm that can be used to hash a large quantity of input data while consuming a minimum amount of storage space. As shown, a collection of URLs can be obtained at step 610 as an initiating step. Subsequently, the URLs can be hashed at step 620 using, for example a normal perfect hash function. The resulting hash values can be used at step 630 to divide the URLs into collections, or “buckets,” not exceeding a predetermined
number of URLs. Once the URLs are divided into buckets, they can be provided to multiple processes or computing devices at step 640. The multiple processes or computing devices can, at step 650, in parallel, derive a minimal perfect hashing algorithm for the collection of URLs in the bucket provided to that process or computing device.

Using the above described mechanisms, the resulting minimal perfect hash functions can be compressed at step 660. In one embodiment, the number of URLs in each bucket can be counted at step 670, though, in an alternative embodiment, such a counting can be performed at an alternative time, such as prior to step 640. Once the number of URLs in each bucket has been counted, an offset value equal to the sum of the numbers of URLs in preceding buckets can be assigned to each bucket at step 680. Finally, at step 690, the resulting minimal perfect hash functions and associated offset values can be stored.

Turning to FIG. 8, a flowchart 700 illustrates the usage of the minimal perfect hash function derived by the steps of the flowchart 600, shown in FIG. 7. Specifically, at an initial step 710, a URL to be hashed can be obtained. The URL can be initially hashed at step 720 using, for example, the same hashing function as was used in step 620, described above. The resulting hash value can be used at step 730 to identify a particular bucket to which the URL would have been assigned by step 630, also described above. The minimal perfect hashing function associated with the bucket identified at step 730 can first have its internal state decompressed at step 740. Subsequently, at step 750, the URL of step 710 can be hashed by the minimal perfect hash function associated with the bucket identified at step 730.

An offset value associated with the bucket identified at step 730 can be identified at step 760 and the resulting hash value of step 750 can then be offset; at step 770, by the offset value identified at step 760. Once the offset is applied at step 770 the resulting value, at step 780, is the hash of the URL of step 710.

As can be seen from the above descriptions, input data can be hashed using a minimal perfect hash function comprised of multiple subsidiary minimal perfect hash functions, thereby enabling the overall minimal perfect hash function to be derived in a significantly shorter amount of time and consume a significantly smaller amount of storage space. In view of the many possible variations of the subject matter described herein, we claim as our invention all such embodiments as may come within the scope of the following claims and equivalents thereto.

We claim:

1. One or more computer-readable storage media comprising computer-executable instructions for performing a method for generating a minimal perfect hash function, the instructions executed via a processor on a computer comprising a memory wherein the instructions are stored, the computer-executable instructions performing method comprising:

   dividing input data into at least two collections of input data;
   deriving individual minimal perfect hash functions associated with each of the at least two collections of input data; and
   obtaining individual offset values for association with one or more hash functions, the offset values associated with each of the at least two collections of input data, wherein an individual offset value associated with a collection of input data is based on a sum of input data of collections of input data preceding the collection of input data; wherein the deriving the individual minimal perfect hash functions comprises assigning the derivation of the individual minimal perfect hash functions to multiple processes to be performed in parallel.

2. The computer-readable media of claim 1, wherein the dividing the input data comprises hashing the input data to obtain initial hash values and dividing the input data into at least two collections based on at least some bits of the initial hash values.

3. The computer-readable media of claim 1, wherein the dividing the input data comprises providing for each of the at least two collections to comprise no more than a threshold number of input data.

4. The computer-readable media of claim 1, wherein the dividing the input data comprises dividing the input data into a sufficient number of collections of input data to enable each collection of input data to comprise no more than a threshold number of input data.

5. The computer-readable media of claim 1, wherein the dividing the input data comprises dividing the input data into a greater number of collections of input data than available processes for processing the collections of input data.

6. The computer-readable media of claim 1, wherein the assigning the derivation of the individual minimal perfect hash functions to the multiple processes comprises assigning the derivation of the individual minimal perfect hash functions based on a processing capability of processors associated with the multiple processes.

7. The computer-readable media of claim 1, wherein the deriving the individual minimal perfect hash functions comprises compressing an internal state of at least one of the individual minimal perfect hash functions.

8. The computer-readable media of claim 7, wherein the compressing the internal state of the at least one of the individual minimal perfect hash functions comprises generating a bit vector indicating the presence of zero values in a lookup table associated with the internal state of the at least one of the individual minimal perfect hash functions; and removing the zero values from the lookup table.

9. The computer-readable media of claim 7, wherein the compressing the internal state of the at least one of the individual minimal perfect hash functions comprises Huffman encoding the internal state of the at least one of the individual minimal perfect hash functions.

10. The computer-readable media of claim 1, comprising performing a hash of a first collection of input data of the at least two collections of input data using the identified individual minimal perfect hash function associated with the first collection to obtain a minimal perfect hash value, wherein the performing the hash of the first collection of input data comprises performing a first hash of the first collection of input data using a first hash function to obtain a first hash value; performing a second hash of the first collection of input data using a second hash function to obtain a second hash value; referencing a first value in an internal state of the identified individual minimal perfect hash function based the first hash value; referencing a second value in the internal state of the identified individual minimal perfect hash function based on the second hash value; and adding the first value and the second value together.

11. One or more computer-readable storage media comprising computer-executable instructions for performing a method for hashing input data, the instructions executed via a processor on a computer comprising a memory wherein the instructions are stored, the method comprising:

   identifying an individual minimal perfect hash function associated with the input data;
   identifying an individual offset value associated with the input data;
performing a hash of the input data using the identified individual minimal perfect hash function to obtain a minimal perfect hash value, wherein the performing the hash of the input data comprises performing a first hash of the input data using a first hash function to obtain a first hash value; performing a second hash of the input data using a second hash function to obtain a second hash value; referencing a first value in an internal state of the identified individual minimal perfect hash function based the first hash value; referencing a second value in the internal state of the identified individual minimal perfect hash function based on the second hash value; and adding the first value and the second value together; and
applying the identified individual offset value to the minimal perfect hash value.

12. The computer-readable media of claim 11, wherein the identified individual offset value is equivalent to a number of data in collections preceding a collection comprising the input data.

13. The computer-readable media of claim 11 comprising further computer-executable instructions for performing an initial hash of the input data to obtain an initial hash value, wherein the identifying the individual minimal perfect hash function is performed with reference to the initial hash value, and wherein further the identifying the individual offset value is performed with reference to the initial hash value.

14. The computer-readable media of claim 11, wherein the performing the hash of the input data comprises decompressing an internal state of the identified individual minimal perfect hash function.

15. The computer-readable media of claim 14, wherein the decompressing the internal state comprises referencing a bit vector to determine if a value in a lookup table is zero.

16. The computer-readable media of claim 14, the decompressing the internal state comprises applying a Huffman decoding to the internal state as stored.

17. One or more computer-readable storage media comprising computer-executable instructions for performing a method for compressing an internal state of a minimal perfect hash function, the instructions executed via a processor on a computer comprising a memory wherein the instructions are stored, method comprising:
applying a Huffman encoding to the internal state of the minimal perfect hash function if the internal state comprises a value 8 whose frequency of occurrence is skewed; and
generating a bit vector representing zero values of the internal state of the minimal perfect hash function and removing the zero values from the internal state if the internal state comprises a disproportionately large number of zero values;
wherein the minimal perfect hash function is associated with an offset value for joining the minimal perfect hash function to other minimal perfect hash functions to enable minimal perfect hashing of input data.

18. The computer-readable media of claim 17, wherein the minimal perfect hash function is based on a collection of data divided from input data based on hash values of the input data.